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Master stability analysis in transient spatiotemporal chaos
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The asymptotic stability of spatiotemporal chaos is difficult to determine, since transient spatiotemporal
chaos may be extremely long lived. A master stability analysis reveals that the asymptotic state of transient
spatiotemporal chaos in the Gray-Scott system and in the Bir-Eiswirth system is characterized by negative
transverse Lyapunov exponents on the attractor of the invariant synchronization manifold. The average lifetime
of transient spatiotemporal chaos depends on the number of transverse directions that are unstable along a

typical excitation cycle.
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I. INTRODUCTION

Transient spatiotemporal chaos is a generic pattern in ex-
tended nonequilibrium systems; spatiotemporal dynamics
changes spontaneously from chaotic to regular (steady state
or periodic) behavior without external influence. Turbulence
in shear flow is reported to be transient [1]; in models, spa-
tiotemporal chaos was found to be transient in semiconduc-
tor charge transport [2], in CO oxidation on single-crystal Pt
surfaces [3], in a cubic autocatalytic reaction [4], in turbulent
dynamics [5,6], and in systems of coupled logistic maps
[7.8]. “Stable chaos” (with a positive Lyapunov exponent) is
transient in systems of coupled one-dimensional maps [9,10].
Transient spatiotemporal chaos was also discussed as a
mechanism for species extinction in ecology [11,12].

The asymptotic stability of chaotic dynamics in extended
systems is difficult to determine, since transient spatiotempo-
ral chaos may be extremely long lived; its average lifetime
typically increases exponentially with the size of the medium
[2-4,6,10,13] or with the Reynolds number in shear flow [1].
Noise and nonlocal coupling may further influence the col-
lapse process in realistic systems, which enhances the diffi-
culties in determining the asymptotic stability. For transient
chaos in the Gray-Scott reaction-diffusion network, noise
could clearly delay or advance the collapse [14], and the
addition of two or more nonlocal couplings to a ring network
could make transient spatiotemporal chaos asymptotic [15].

In contrast to low-dimensional systems where a chaotic
repellor is known to govern transient chaos [16], the mecha-
nistic understanding of the collapse in extended systems re-
mains elusive. In the Gray-Scott model [17] and in the Biir-
Eiswirth model [18] the sudden collapse of spatiotemporal
chaos is initiated by a high degree of synchrony in the regu-
lar ring network [4]. The master stability function [19,20]
quantifies synchronization stability of linearly coupled dy-
namical elements. This paper explores for two models
whether the master stability function, which quantifies the
stability of transverse perturbations close to the synchroniza-
tion manifold, is a good indicator for transient vs asymptotic
spatiotemporal chaos. The two models, a ring network of
Gray-Scott excitable elements and a ring network of Bir-
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Eiswirth excitable elements, are introduced in Sec. II and
their transient dynamics discussed. In Sec. III the master sta-
bility analysis is applied, and in Sec. IV relations of transient
lifetime and unstable transverse directions are discussed in
numerical simulations.

II. TRANSIENT SPATIOTEMPORAL CHAOS
IN RING NETWORKS

The ring network consists of N diffusively coupled, iden-
tical, continuous-time dynamical elements. At each network
node n(n=1,2,...N) the uncoupled dynamics is given by
%:F(xn) with x,, a d-dimensional state vector. The coupled
dynamical system [19] is given by

N
dx,
= F(Xn) + 0-2 Gn/H(X/) . (1)
j=1
o determines the global strength of the coupling.

H:RY— R%is a coupling function and G is a NX N symmet-
ric Laplacian matrix (Ej-v:IGU:O) with following nonzero
elements on the ring network: G;=-2 and G, ;,;=G;_; ;=1.

A. Ring network of excitable Gray-Scott
dynamical elements

The two-variable (d=2) Gray-Scott (GS) model [21] de-
scribes an open, autocatalytic reaction: A+2B—3B and
B—C. A represents the resource, B is the autocatalytic spe-
cies, and C is the final product. From the regular diffusive
coupling in both components, the coupling function in Eq.
(1) becomes H(x;)=x; with xj=(aj,b-)T and a; and b; the
dimensionless concentrations of resource A and species B at
node j. For the Gray-Scott dynamics Eq. (1) becomes (in

dimensionless form)

da, ) %
ot =1-a,-pa,b, + 0"_ Ga;,
j=1
N
db, 5
= b, — b, + a2, Gyjb. (2)
j=1

® and u are the bifurcation parameters, determined by the
rate constants and the reactant concentration in the reservoir.
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FIG. 1. Phase space diagram with steady states for the un-
coupled GS dynamics (a) and for the uncoupled BE dynamics (b).
The broad line marks a typical excitation cycle that ends at the
stable rest state of the uncoupled system. The dashed (full) lines
mark the nullclines corresponding to the first (second) component
in the model equations. All the other parameters are the same as in
Fig. 2.

In the absence of coupling [=0 in Eq. (2)], the dynamics
is characterized by three steady states, S"=(1,0), §
(l—\1—24<I>2/M’ l+\1;11)(D2/M)’ and SS=(1+\1_4¢2/“, 1—\1—4@2/M). Li
ear stability analysis shows that S is a stable node for all
parameter values u and ®. S/ is an unstable focus, and S° is
a saddle point, which exists for u above the saddle node
bifurcation point, u,=4®2. In the range 2<® <4, § be-
comes a stable focus above the subcritical Hopf bifurcation
point, uy=®*/(®-1). In the parameter regime of interest
[ s> ] and ®@=2.8 the dynamical system at each node is
excitable. Figure 1(a) shows a typical excitation cycle in
phase space together with the three steady states and the

nullclines.

Earlier studies have shown that spatiotemporal chaos on a
regular ring network [Eq. (2)] is transient [4]. After a regime
of sustained spatiotemporal chaos with a rapid decay of spa-
tial correlations and a positive largest Lyapunov exponent,
the system exhibits a spontaneous, intrinsic collapse to the
homogeneous stable steady state S” with extinct species [Fig.
2(a)]. The average lifetime of transient spatiotemporal chaos
increases exponentially with the size of the network N (Fig.
3). During the transient phase the spatiotemporally chaotic
dynamics was characterized by a Silnikov-like orbit that con-
sists of a heteroclinic connection from the unstable focus S/
to the stable node §" in the homogeneous system and a het-
eroclinic connection from S”" to § for the traveling wave
system [17,23]. A typical trajectory at a network node spirals
away from the unstable focus toward the stable node, only to
be reinjected to the unstable focus via the propagating
reaction-diffusion activity. The parameter range [u,,uy] for
wave-induced spatiotemporal chaos is determined by the
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FIG. 2. Transient spatiotemporal chaos in (a) the Gray-Scott
model [concentration a with u=33.7, ®=2.8, N=120, and o=16 in
Eq. (2) [4,22]], and (b) the Bir-Eiswirth model [concentration u
with «=0.84, 8=0.07, €=0.12, N=200, and o=16 in Eq. (3)]. The
transient lifetime is 7=401 (a) and T=105 (b). An explicit Euler
method with a time step of dr=0.0003 was used for the numerical
integration.

critical threshold for traveling wave solutions . and the
Hopf bifurcation point wy, with p.=~33 for ®=2.8 [17].
The spatiotemporal pattern during the transient phase is
characterized by an irregular distribution of local extinct re-
gions [Fig. 2(a)], in which trajectories of neighboring net-
work nodes approach the stable steady state S” of the homo-
geneous system together [17]. The triangular shape of these
local extinctions, where species B is extinct (b=0) and re-
source A recovers to its maximum value (a=1), is due to the
propagation of species B into these regions of high resource
concentration A from both sides. The collapse of spatiotem-
poral chaos is preceded by a quasihomogeneous spatial state
(basin for immediate extinction in [4]) in which the pertur-
bations that normally initiate reaction-diffusion fronts and

[0g,,<T>
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N

FIG. 3. Average transient lifetime (7) versus number of network
nodes N for the Gray-Scott model [c=16(A) and o=30(< )] and
for the Bir-Eiswirth model [o=16(+)]. Each data point was deter-
mined from 100 random initial conditions [24,25]. The error bar
(one standard deviation, not plotted here) for each data point is of
the order of (T) [26]. The lines show “robust least absolute devia-
tion” fits of the average transient lifetimes (full line: GS model;
dashed line: BE model). All the other parameters and simulation
procedures are the same as in Fig. 2.
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thus sustain spatiotemporal chaos are subthreshold. The tra-
jectories throughout the network follow closely the hetero-
clinic connection from the unstable focus to the stable node,
and the system reaches its stable, spatially homogeneous
asymptotic state.

B. Ring network of excitable Biir-Eiswirth dynamical elements

The two-variable (d=2) Bir-Eiswirth (BE) model [18] de-
scribes a realistic surface reaction model for the oxidation of
CO on Pt, with u an activator concentration and v an inhibi-
tor concentration. Diffusive coupling is relevant only for the
activator [18], which results in H(u;,v;)=(u;,0) for the cou-
pling function in Eq. (1) when x;=(u;,v j)T. For the Biir-
Eiswirth model Eq. (1) becomes (in dimensionless form)

N
d 1 at
ﬂ=—u (1 —u, (u,,—v '8)+02 Gju;,
€ a =

dt "
dv
n — _ 3
It flu,) —v, (3)
with
0, u=1/,3
fu)=1-675u(u-1)*, 13=u=<1
1, u>1

The function f(u) yields a delayed inhibitor production un-
less u<1/3. a, B, and € are bifurcation parameters, with €
determining the differences in the time scales for the slow
variable v and the fast variable u.

For the uncoupled system [o=0 in Eq. (3)], the dynamics
is characterized by three steady states, a stable node S"
=(0,0), a saddle point at S5=(‘§,O), and an unstable focus §*
to be calculated numerically. Two additional steady states, a
saddle point at (1,1) and a stable node at (1—;‘5,1), are not
relevant for the excitation cycle and for the regime in phase
space (u<1) where spatiotemporal chaos exists. Figure 1(b)
shows a typical excitation cycle in phase space together with
the five steady states and the nullclines.

Spatiotemporal chaos in the BE model for a one-
dimensional medium is discussed in [27]. For a typical pa-
rameter @=0.84 and B=0.07 the traveling pulses become
unstable for € above a critical value €.=0.107 to allow reex-
citation behind the pulse to create new pulses. This backfir-
ing instability is the origin of spatiotemporal chaos. With
further increasing € a saddle-loop bifurcation creates a stable
limit cycle around the unstable focus until this limit cycle
vanishes via a Hopf bifurcation to yield a bistable system.
The Lyapunov exponent was found to be positive [27]. Strain
and Greenside report for the two-dimensional system that
spatiotemporal chaos is transient in the BE model [3]. They
find that the average lifetime increases exponentially with
the size of the medium.

Figure 2(b) shows a typical spatiotemporal pattern for
transient spatiotemporal chaos in the BE system. This sudden
collapse of spatiotemporal chaos to the homogeneous stable
steady state with vanishing activator and vanishing inhibitor
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is similar to the GS system: The collapse is preceded by a
quasihomogeneous spatial state, and the average transient
lifetime increases exponentially with the network size N
(Fig. 3). The spatiotemporal pattern during the transient
phase is characterized by an irregular zigzag pattern [Fig.
2(b)]. Within the black triangular structures trajectories of
neighboring network nodes approach the stable steady state
of the homogeneous system together, which is in comparison
to the white triangular patches for the GS system [Fig. 2(a)].
A typical trajectory at a network node spirals away from the
unstable focus toward the stable node, only to be excited
again by the propagating pulses.

III. MASTER STABILITY ANALYSIS

The synchronization manifold for Eq. (1) is given by x,,
=x, Vn=1,2,...,N with x a solution of the uncoupled
system %:F(x); an infinitesimal perturbation from the syn-

chronous state, §,=x,,—X, evolves according to [19]

8,=DF(x)8,+ 02, G,;DH(x)3,. 4)
i

The d-N-dimensional vector 5:(6,,52,...,5N)T then fol-
lows:

5=[1y ® DF(x) + oG ® DH(x)]8 (5)

with 1y representing the N-dimensional unit matrix. This
variational equation can be block diagonalized,

S® 1,[1y® DF(x)+0G ® DH(x)](S® 1,)!
= 1N® DF+(TGdiag®DH,

if SGS™'=Gype=diag(Ng,....Ay_;). In the new coordinates,
the block diagonal variational equations (master stability
equation [19]) reads

Sk = [DF(X) + a')\kDH(X)]ﬁk,

Vk=0,1,....N=1. (6)

\; are the eigenvalues of the coupling matrix G. For a sym-
metric coupling matrix G of the form X,G;;=0, the synchro-
nization manifold is always a solution to Eq. (1), and \y=0 is
always an eigenvalue of G with eigenvector (1,1,...,1).
Since Eq. (6) represents the variational equation for the un-
coupled system for Ay=0, the corresponding Lyapunov ex-
ponents determine the stability within the synchronization
manifold. The d(N—1) remaining eigenvectors span the sub-
space transverse to the synchronization manifold. The varia-
tions (perturbations) transverse to the synchronization mani-
fold [&;,i>0, Eq. (6)] determine the stability of the
synchronous state. The transverse stability is often quantified
with the maximum Lyapunov exponent [19,28].

This master stability analysis is applied to transient spa-
tiotemporal chaos in the GS model [Eq. (2)] and the BE
model [Eq. (3)]. An invariant synchronization manifold ex-
ists for both systems, such that if all concentrations are equal
at time =0, then they are equal for all >0.

For the GS system the master stability equation follows
from Eq. (6) using H=x and DH=1,. Since the attractor on
the synchronization manifold is the stable node (1,0), the
master stability equation becomes

056207-3



RENATE WACKERBAUER

LU oo on-1)F

with k=1, ...,N—1 for the transverse directions, and with
\y=—4 sin*(ka/N) [19]. The 2(N-1) Lyapunov exponents,
oN.—® and o\,—1, are all negative, and the synchronization
manifold is attractive. Consequently, we expect the system to
reach the attractor of the synchronization manifold and there-
fore transient spatiotemporal chaos. The maximum finite
time Lyapunov exponent along the excitation cycle is nega-
tive too.

For the BE system the attractor on the synchronization
manifold is the stable node (0,0). The master stability equa-
tion becomes

using H(u,v)=(u,0) and DH(u,v)=E=diag(1,0). The
Lyapunov exponents for all transverse modes k, with k
=1,2,...,N—1 are negative. The value of N—1 Lyapunov
exponents is —1, and the other N—1 Lyapunov exponents are
U)\k—‘f—e with \;=—4 sin?(k7/N). Since the synchronization
manifold is attractive, we expect a finite lifetime of spa-
tiotemporal chaos, if the system reaches the neighborhood of
the synchronization manifold.

IV. STABILITY OF TRANSVERSE MODES ALONG
EXCITATION CYCLE

In the GS model and the BE model all the Lyapunov
exponents on the attractor (i.e., point attractor) of the syn-
chronization manifold are negative, which results in contrac-
tion transverse to the synchronization manifold everywhere
on the attractor. Consequently, spatiotemporal chaos is tran-
sient. The maximum finite time Lyapunov exponent is nega-
tive along a typical excitation cycle, which is a trajectory
within the synchronization manifold that is not restricted to
the attractor. Although the synchronization manifold is at-
tractive on average along the excitation cycle, some of the
transverse modes are unstable somewhere along the excita-
tion cycle. The number of transverse modes increases with
the network size N, and the average lifetime of transient
spatiotemporal chaos usually increases exponentially with N
(Fig. 3). In the following we discuss how the number of
unstable directions along the excitation cycle increases with
N.

Each block k in the master stability equation [Eq. (6)]
differs only by the eigenvalues A, of the coupling matrix.
The coupling in the GS model [Eq. (2)] and in the BE model
[Eq. (3)] is Laplacian, for which \,=—4 sin*(ka/N) [19].
The network size N only enters into A;. With k=k/N the
master stability equation [Eq. (6)] becomes

8, =[DF(x) - 40 sin’*(km)DH(x)]4,. (7)

Kk is treated as a continuous variable to facilitate the study of
the transverse stability properties for all network sizes N. x
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FIG. 4. (a) Maximum number of unstable directions N, (k) along
the excitation cycle for the transverse mode x=k/N in the GS
model. Due to the symmetry of the eigenvalues of the Laplacian
coupling matrix, \;=\y_z, only k=0.5 is plotted. (b) Total number
of unstable transverse directions N, vs network size N in the
2(N-1)-dimensional transverse subspace of the GS model. The full
line corresponds to the total number of directions that are unstable
somewhere along the excitation cycle, NM=E§(V:_11NM(K). The dashed
line corresponds to the maximum number of unstable directions at a
point along the excitation cycle. All the other parameters and simu-
lation procedures are the same as in Fig. 2(a).

represents the excitation cycle, a solution of the uncoupled
system.

A. Transverse modes in the GS model

Figure 4(a) shows which of the transverse modes can be
unstable somewhere along the excitation cycle. For the GS
system we find that the modes with smaller « always corre-
spond to two unstable directions, N,(x)=2. At an intermedi-
ate range of «, only one direction is unstable somewhere
along the excitation cycle, and with further increasing «,all
directions are stable everywhere along the excitation cycle
[N,(k)=0]. The steplike pattern in Fig. 4(a) is robust to
variations of the coupling strength o, except that the inter-
vals with N,(x) >0 increase with decreasing o.

From Fig. 4(a) the total number of directions N, that are
transverse to the synchronization manifold and that are un-
stable somewhere along the excitation cycle is determined,
NM=E§(V=_]1NM(K). Figure 4(b) shows that the total number of
unstable transverse directions increases linearly with the net-
work size N. When calculating the number of unstable trans-
verse directions of an individual point and taking the supre-
mum over all points along the excitation cycle, the total
number of unstable directions also increases linearly with the
network size, as indicated by the dashed line in Fig. 4(b).
The rate at which the total number of transverse directions
that are unstable somewhere along the excitation cycle grows
with the network size N is larger then the rate at which the
maximum number of transverse directions that are unstable
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at a point along the excitation cycle. Both rates dN,/dN,
however, do not fit the rate d7/dN at which the average
lifetime of spatiotemporal chaos increases with N, particu-
larly since dT/dN=+vT and dN,/dN=n with vy, positive
real constants. For a given coupling strength o, vy refers to
the slope in Fig. 3, and 7 refers to the slope in Fig. 4(b).

A more detailed analysis of 7 and vy for various coupling
strengths o reveals that 7+ y and that 7/ depends on the
coupling strength o. Within a range of coupling strengths
between o=15 and 0=30 the value of 7/ is rather constant,
and fluctuates about its mean value 9.34 with a standard
deviation of 0.60 when # refers to the number of unstable
directions somewhere along the excitation cycle; 7/ vy fluctu-
ates about its mean value 6.40 with a standard deviation of
0.41 when 7 refers to the number of unstable directions at a
point along the excitation cycle. For larger coupling strength
(approximately o=40 in the simulations considered) 7/y
clearly increases with o, since then 7 varies only slowly with
o and vy decreases with .

The rate T at which the average lifetime increases with
the network size N is not quantitatively related in a simple
way to the rate 7 at which the number of unstable transverse
directions to the synchronization manifold increases with N.
Qualitatively, however, y (Fig. 3) and 7 decrease with in-
creasing coupling strength o such that the exponential
growth of the average lifetime with the network size is re-
duced as is the growth rate of unstable transverse directions
with the network size.

Figure 5(a) shows that the average lifetime of spatiotem-
poral chaos decreases with increasing coupling strength for a
fixed network size N. This is consistent with earlier studies
[4,14] insofar as the spatiotemporal pattern for weaker cou-
pling strength has smaller but more local extinctions,
whereas for strong coupling the typical size of a local extinc-
tion is clearly increased. Larger local extinctions make it
more likely for the system to generate an extinction of the
size of the network, i.e., a global collapse of spatiotemporal
chaos. More local extinctions per unit time hinder the col-
lapse of spatiotemporal chaos since the presence of a local
extinction does not allow the system to become globally ex-
tinct. This is due to superthreshold perturbations of the stable
node that are provided by the boundary of a local extinction
to sustain the excitation in the coupled system, and therefore
to sustain spatiotemporal chaos as long as a local extinction
is present. Figure 5(b) shows that the ratio of unstable trans-
verse directions to the total number of transverse directions
decreases with increasing coupling strength for a fixed net-
work size.

B. Transverse modes in the BE model

The BE model shows similar behavior as the GS model
regarding the number of unstable transverse modes and the
average lifetime of spatiotemporal chaos although the origin
of spatiotemporal chaos was reported differently in both sys-
tems. Figure 6(a) shows which of the transverse modes are
unstable somewhere along the excitation cycle. A compari-
son with the GS model in Fig. 4(a) reveals that the number of
unstable transverse directions is reduced in the BE model for

PHYSICAL REVIEW E 76, 056207 (2007)

[0g,,<T>
N B O
Il

0 10 20 30 40 50

N./(2N=2)

FIG. 5. (a) Average transient lifetime (T) vs coupling strength o
for a network of N=120 nodes. All the other parameters and simu-
lation procedures are the same as for the GS model in Fig. 3. In a
log-log plot, the points for =40 lie approximately on a linear
graph. (b) Number of unstable directions normalized to the dimen-
sion of the transverse subspace, N,,/(2N-2), vs network size N for
the GS model. The full line corresponds to the directions that are
unstable somewhere along the excitation cycle, and the dashed line
corresponds to the maximum number of unstable directions at a
point along the excitation cycle. All the other parameters and simu-
lation procedures are the same as in Fig. 4(b).

the same coupling strength. Figure 6(b) shows that the total
number of unstable transverse directions, N, ==}~ N,(«), in-
creases linearly with the network size N. The rate at which
the total number of transverse directions that are unstable
somewhere along the excitation cycle grows with the net-
work size N is only slightly larger than the rate at which the
maximum number of transverse directions that are unstable
at a point along the excitation cycle grows with N. In the BE
model the rates dN,/dN also differ from the rate d7/dN at
which the average lifetime of spatiotemporal chaos increases
with N.

The results from the BE model are consistent with the
qualitative dependence of # and vy in the GS model. From
Fig. 3 follows that the rate at which the average lifetime
increases with the network size is smaller for the BE model
(y=0.021) than for the GS model (y=0.036) at the same
coupling strength o. The rate # at which the number of un-
stable transverse directions grow with the network size is
also smaller for the BE model (7=0.247) as it is for the GS
model (7=0.332). This is consistent with the qualitative
findings in the GS model for various coupling strengths,
where a reduced exponential growth of the average lifetime
with network size corresponds to a reduced growth rate of
unstable transverse directions with network size. Whether
this qualitative relationship can be generalized to other sys-
tems exhibiting transient spatiotemporal chaos needs to be
addressed in further studies. From the comparison of the GS
model with the BE model it follows further that the sum of
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FIG. 6. (a) Maximum number of unstable directions N,(«) along
the excitation cycle for the transverse mode x=k/N in the BE
model. Due to the symmetry of the eigenvalues of the Laplacian
coupling matrix, N;=\p_z, only k=0.5 is plotted. (b) Total number
of unstable transverse directions N, vs network size N in the
2(N-1)-dimensional transverse subspace of the BE model. The full
line corresponds to the total number of directions that are unstable
somewhere along the excitation cycle, Nu=ZkN=_11Nu(K). The dashed
line corresponds to the maximum number of unstable directions at a
point along the excitation cycle. All the other parameters and simu-
lation procedures are the same as in Fig. 2(b).

all negative Lyapunov exponents transverse to the synchro-
nization manifold is more negative for the GS system than
for the BE system. This indicates that the contraction to the
synchronization manifold is stronger for the GS system, al-
though the GS system has a longer average lifetime of spa-
tiotemporal chaos. Therefore the sum of the transverse
Lyapunov exponents (as calculated in Sec. III) is not a good
indicator for the rate at which the average lifetime increases
exponentially with N.

V. CONCLUSIONS

Master stability analysis yields insight into the transient
nature of spatiotemporal chaos in both systems under study, a
regular network of Gray-Scott excitable elements [17] and a
regular network of Bir-Eiswirth excitable elements [18]. The
origin of spatiotemporal chaos was reported to be different in
these two models; a backfiring instability was identified in
the Bir-Eiswirth (BE) model [18], and a Silnikov-like orbit
was identified in the Gray-Scott (GS) model [17]. The
asymptotic state in both systems is on the invariant synchro-
nization manifold which is characterized by contraction
transverse to the manifold everywhere on the attractor. All
transverse Lyapunov exponents on the attractor of the syn-
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chronization manifold are negative, which is consistent with
the collapse of spatiotemporal chaos close to the synchroni-
zation manifold.

The average lifetime of transient spatiotemporal chaos
typically increases exponentially with the size of the network
or medium [2-4,10,13,15]. From the master stability equa-
tion it follows that the number of transverse directions that
are unstable along a typical excitation cycle, which is a tra-
jectory within the synchronization manifold that is not re-
stricted to the attractor, also increases with the size of the
network in the GS model as well as in the BE model. In all
simulations (intermodel comparisons and intramodel com-
parisons) we find that an increase in the rate at which the
number of unstable transverse directions grows with the net-
work size corresponds to an increased average transient life-
time for spatiotemporal chaos. Whether this qualitative rela-
tionship can be generalized to transient spatiotemporal chaos
in other systems needs to be addressed in further studies.

The master stability function [19,20] and its generaliza-
tion for weighted networks [29] allows us to determine the
stability of synchronization in linearly coupled dynamical
elements. Further studies will explore whether the
asymptotic state in other systems with transient spatiotempo-
ral chaos [2-4,10,13,15] also relates to the attractor on the
invariant synchronization manifold, and whether the master
stability function which quantifies the stability of transverse
perturbations close to the synchronization manifold is a good
indicator of the collapse of spatiotemporal chaos.

The analysis of the master stability function will be of
further interest in systems where spatiotemporal chaos can be
either asymptotic or transient depending on the initial condi-
tions. (i) In a generalization of the GS model, in which two
species [instead of one species, Eq. (2)] compete for re-
source, asymptotic spatiotemporal chaos can be found [30].
Preliminary results show that the transverse Lyapunov expo-
nents on the attractor of the synchronization manifold are
negative, which is consistent with numerical simulations in
which spatiotemporal chaos was observed to be transient, if
the system gets close to the synchronization manifold.
Asymptotic spatiotemporal chaos is observed, however, if
interfaces develop from species segregation that prevent the
system from reaching the neighborhood of the synchroniza-
tion manifold [30]. (ii) The addition of nonlocal coupling in
a regular network of GS-excitable elements can clearly in-
fluence the average lifetime of transient spatiotemporal
chaos. For a ring network of N=120 nodes and two ran-
domly added shortcuts, spatiotemporal chaos was reported to
be asymptotic in 70% of the simulations (initial conditions)
and transient in 30% of the simulations [15].
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